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A considerable amount of research has been concerned
with the development of natural language systems to au-
tomate the encoding of clinical information that occurs
in textualform. The task is very complex, and not many
language processors are used routinely within clinical in-
formation systems. Those systems that are operational,
have been implemented in narrow domains for partic-
ular applications. For a system to be truly useful, it
should be designed so that it could be widely used within
the clinical environment. This paper examines architec-
tural requirements we have identified as being necessary
for portability and describes the architecture of the sys-
tem we developed. Our system was designed so that it
could be used in different domains to serve a variety
of applications. It has been integrated with the clinical
information system at Columbia-Presbyterian Medical
Center where it routinely encodes clinical information
from radiological reports of patients.

INTRODUCTION

Many clinical information systems (CIS) include ap-
plications which require the use of controlled vocab-
ularies. For example, alerting systems, such as the
HELP system [1] and the CPMC system [2], use medi-
cal logic to query patient data which is represented as
controlled terms. Diagnostic systems, such as QMR [3]
and DXplain [4], use controlled terminology to obtain
clinical information for making diagnoses. Informa-
tion retrieval applications [5, 6, 7] use the UMLS [8]
or MeSH [9] vocabularies in order to access the medical
literature.
Natural language processing systems have been used in
limited domains [10, 11, 12, 13, 14, 15, 16, 17] to auto-
matically obtain controlled vocabulary data from clini-
cal reports so that the data could be used by subsequent
automated applications. Since clinical information sys-
tems typically contain a wealth of online clinical data
in textual form, a natural language processor could sig-
nificantly enhance the functionality of a CIS by auto-
matically obtaining controlled terms from the clinical
reports, thereby supplying the automated applications
within the CIS with a more complete data set. For a
language processing system to be truly useful, it should
be capable of functioning in different domains within
the clinical environment.

We have developed a natural language system,
called MedLEE (an acroymn for Medical Language
Extraction and Encoding System), which has been inte-
grated with the CIS at Columbia-Presbyterian Medical
Center (CPMC) to routinely obtain coded data. Cur-
rently the data is being used by the alerting component
of the CIS. The initial application, which is described
in more detail in [11, 18], is the extraction, encoding,
and uploading (to the coded clinical database) of in-
formation occurring in radiological reports of patients
at CPMC. Although radiology is the initial application,
MedLEE is also intended to be used for different do-
mains and different applications. We therefore devel-
oped an architecture which will facilitate porting the
processor.
A number of articles describe the design of individual
natural language systems. However few focus on ar-
chitectural requirements needed to achieve generality.
This paper discusses design requirements that are nec-
essary for a general natural language processor within
the clinical environment. This paper also outlines the
most recent architectural design of MedLEE, and dis-
cusses how it meets the requirements we set forth.

RELATED WORK

The Linguistic String Project (LSP) [19, 10] under the
leadership of Sager was a pioneer in the development
of a medical language processing system, and the LSP
system is still the most comprehensive of such systems.
It has been applied to a variety of domains, such as
discharge summaries, radiology, asthma, rheumatoid
arthritis, and pharmocology (literature). The system
produces a structured output where the terms are stan-
dardized but not encoded. Recent work [20] has inves-
tigated mapping the output to SNOMED codes. The
LSP system has separate knowledge components speci-
fying syntactic and semantic properties.
Other systems that have been implemented were ap-
plied to only one or two domains. These generally rely
more heavily on semantic information and heuristics.
A coding system that produces SNOMED codes [21]
has been developed for pathology. This system uses
a word barrier technique that partitions the text sen-
tence to isolate medical terms that are candidates
for translation to SNOMED codes. Other systems,
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which also use a partitioning technique have been ap-
plied to radiology [14, 12], physical examination sum-
maries [22] gastro-intestinal surgery [13], and echocar-
diography (23]. In these systems, the sentences are first
partitioned into phrases and are subsequently processed
further using either semantic or syntactic methods. A
heuristic slot filling technique is then used to obtain the
final encoded form.

REQUIREMENTS

A detailed description of the architecture of our system
has been discussed previously [11]. In this section we
will discuss our design requirements and also our design,
and explain how this infrastructure supports portabil-
ity.

Separate Processor and Knowledge
Typically, natural language processors incorporate a
large body of different types of knowledge. It is unlikely
that any processor can anticipate all the knowledge that
will be required for any domain or task. Therefore a pro-
cessor should maintain a rigid separation between the
knowledge components and the control engine compo-
nent. This isolates the general computational algorithm
from the domain specific elements so that the processor
always remains the same but is driven by domain spe-
cific elements which are expected to be changed. This
requirement facilitates the development of new applica-
tions, because an application may be developed rather
quickly for a very limited use, and then be expanded
in incremental stages by suitable augmentations of the
knowledge sources only.

Separate Components of Knowledge
There are usually different types of knowledge required
for natural language processing. These different types
should be maintained as independent components which
are in the form of tables. This reduces the overall com-
plexity of the system, and makes it both more manage-
able and portable. This type of infrastructure facilitates
the development of new applications because it allows
implementers with different types of expertise to work
only on those components that are relevant to them.
When a knowledge component is in the form of a table,
it is much easier to access, understand, and modify than
embedded programming code.
The four different knowledge components that we utilize
are:

1. Lexicon: This component identifies and categorizes
single-words and multi-word phrases that occur in the
text. It also specifies target output forms. In our sys-
tem, the lexical entries generally have broad semantic
categories. For example, lung is categorized as a body
location, whereas mass is categorized as a finding.
2. A Language Model: This contains knowledge
about the structure of the language in the domain and
a formal representational schema which describes the
target structure. In our design, the structure of the
source language is specified in a context-free semantic
grammar which defines the well-formed semantic (and
some syntactic) structures of the domain. In addition,

each definition also specifies a target structure and de-
scribes how to map the components of the structure
into the target form. For example, the simple structure
finding in bodyloc (i.e. mass in lung), is interpreted
as a finding qualified by a body location, and a target
structure is generated accordingly. The structure will
have a finding relation with the value mass, and a
bodyloc modifier relation with the value lung. A de-
tailed description of the formal representation of clinical
information in our system is discussed further in [24].
Defining the semantic patterns along with the corre-
sponding target structure combines the functionality of
parsing and slot filling, thereby eliminating the need for
heuristic slot filling procedures, which are typically em-
bedded in programming code and therefore are likely to
require re-programming when changing domains. Spec-
ifying target structures for semantic patterns also pro-
vides a way to explicitly represent the semantic relations
among the components of a structure. For example, in a
structure which consists of the components neg change
finding (i.e. no increased swelling), we can specify that
neg is related to change rather than to finding.
3. Links to a Controlled Vocabulary: This compo-
nent establishes correspondences between textual terms
and controlled vocabulary terms. It also makes explicit
commonly omitted domain-specific information, and it
adjusts the granularity of the controlled terms to the
appropriate level for an application.
The output of a processor should ultimately consist of
terms which correspond to a controlled vocabulary, yet
in order to achieve flexibility, it is advantageous for in-
termediate output to be generated that is initially inde-
pendent of a particular vocabulary. Some vocabularies
are more suitable for certain applications than others.
For example, CPT4 [25] is a standard for reimbursement
for procedures, SNOMED [26] was designed to represent
comprehensive clinical information, and MeSH and the
UMLS are useful for indexing the medical literature. In
addition, in other automated medical systems, unique
standalone controlled vocabularies have been developed
that are utilized for particular applications. By main-
taining a separate knowledge base which links canoni-
cal textual terms to a controlled vocabulary, a language
processor can serve multiple applications by interchang-
ing this component when necessary.
At CPMC the controlled vocabulary currently contains
over 40,000 terms which are managed in the Medical En-
tities Dictionary (MED) [27]. Our processor first gen-
erates an intermediate target form that contains terms
that are specified in the lexicon, and therefore, that are
based solely on lexical information. For example, the
target form of increase and increasing is the canonical
form increase. At a later stage in processing, the link-
ing component is used to map the lexically-based target
terms to terms associated with the controlled vocabu-
lary. For example adenopathy is not in the MED but
is linked to the term enlargement of lymph nodes,
which is in the MED.
The linking component is also used for adjusting the
granularity of the final output to the appropriate level
for an application. For example, an alerting applica-
tion being planned at CPMC will use encoded data
from mammography reports to detect suspicious find-
ings in order to automate the monitoring of follow-up
care. For this application, the specific location of the
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finding within the breast is not needed. This means that
many specific locations such as left outer quadrant, left
upper quadrant, left inner quadrant, etc., can be associ-
ated with a singular controlled vocabulary term breast.
Mapping many specific textual terms to one controlled
term will significantly reduce the vocabulary effort for
this particular application without damaging function-
ality. Having fewer controlled terms is also likely to
have a positive effect on the accuracy of subsequent
queries associated with the information because fewer
terms need to be included in the query.
In other situations, a finer granularity may be desired.
The linking component is also used to fine tune terms
within a domain, and to explicitly represent informa-
tion which is often implicit in the reports. Terms are
frequently omitted within specific domains because they
are typically inferred by domain experts. For exam-
ple, when encoding mammography reports, the phrase
cystic disease maps to the MED term diffuse cystic
mastopathy, but in the chest x-ray domain, it maps
to the MED term cystic disease. Similarly, decreased
volume in a chest x-ray maps to loss of lung volume,
but could be associated with a different term in another
domain.
4. Compositional Component: Words that are part
of multi-word phrases frequently get separated in tex-
tual reports. This component provides knowledge that
models the compositionality of multi-word phrases so
that if the words of a phrase are separated in a sen-
tence, the processor will be able to combine them into
one term, thereby enabling mapping to a controlled vo-
cabulary term at a later phase. For example, elevated
diaphragm is a finding that occurs in chest x-rays, but
in a report it may be expressed as elevation of the di-
aphragm or the diaphragm appears to be moderately el-
evated. Having a model of compositionality eliminates
the need for having to introduce an explosion of lexi-
cal variants in the system or for requiring procedural
matching algorithms that would otherwise be needed in
order to fix up the target form.

Minimize Use of Inferential Knowledge
Some processing systems incorporate inferential medical
knowledge that is not associated with terminology. For
example, some systems infer diagnoses based on find-
ings in the report, and others identify whether a fol-
low up is required because of the presence of certain
findings. We exclude this type of knowledge because it
significantly increases the complexity of the processor
and ties it to very specific domains and applications.
In addition, the data needed for inferential purposes
may be incomplete in a particular report but it may be
present in another informational source in the CIS. Be-
cause a substantial amount of effort has already been
expended independently of natural language processing
in the development of clinical applications such as alert-
ing and decision support systems, we believe it is more
effective and more efficient to minimize the complex-
ity of the processor by including only those knowledge
components which are essential for the task of language
processing. Functionality is gained rather than lost by
this division because automated clinical decision sup-
port and alerting procedures could be used subsequent
to the encoding. These procedures should be more ef-
fective because they would have access all the encoded

patient data.

A Flexible Interface
A language processor should have a flexible interface so
that only one version need be maintained within the
CIS for all different types of applications. This entails
that the input to the processor be in a form which is
common to all reports (i.e. sentences). Since the format
of different types of textual reports typically differ, this
necessitates that other higher level applications process
the overall structure of the reports. In addition, differ-
ent types of output are typically required for different
applications. The language processor should generate a
structure which is well-defined and easy to manipulate.
Figure 1 shows how MedLEE interfaces with applica-
tions in the CIS at CPMC. It functions as a natural
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+ ContextTEXT No~-----.

Application NL Server|

Structured
Data

Figure 1 - Natural Language Server in CIS

language server (NL Server) which receives a set of sen-
tences (along with parameters specifying contextual in-
formation such as the name of the examination, the
section of the report, and the type of output desired)
from the application. It processes the input and returns
structured data in the desired format to the application.
In this architecture, it is the function of the application
to find the textual sections that are to be processed,
to pass the sentences in the section to MedLEE, and to
handle the structured output when it has been returned.
The original design of MedLEE as described in [11] in-
cluded a preprocessing component which contained a
detailed description of the structure of the overall re-
port. One of its functions was to identify the differ-
ent sections of the report and to process them accord-
ingly. This design tied the language processor closely
to a particular report format and required that dif-
ferent versions of the processor be maintained for dif-
ferent types of report formats. The design was also
inefficient because it used natural language processing
techniques (which are more complex than those needed
for straightforward text manipulation tasks) for all the
sections of the report. However, a majority of the
sections were naturally formatted and therefore could
be handled more efficiently using simpler techniques.
Presently, a Perl [28] script is used to process the over-
all report (which is in HL7 format) because it is ideal
for inter process communication and text manipulation.
The Perl script finds the sentences in the relevant sec-
tions and calls MedLEE using the appropriate parame-
ters. MedLEE computes and returns the encoded data
(which, in this case, is in HL7 format). The script then
creates a new HL7 message and stores it in a directory
so that the encoded data is ready for uploading using
the standard CIS upload interface.
The new design provides a simple interface for using
MedLEE for different applications. At CPMC, a num-
ber of reformatting processes already exist that are uti-
lized when clinical reports are received by the CIS from
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different departmental systems. Typically a report is
received in HL7 [29] format but still must be reformat-
ted so that it is consistent with the CIS architectural
requirements. With this infrastructure in place, lan-
guage processing could easily be embedded in the up-
load process by modifying the reformatting programs
to call MedLEE to obtain encoded data as part of the
standard upload application. Presently the encoding of
radiology reports is not embedded in the reformatting
process but is performed as a separate process.

DISCUSSION

Natural language systems are difficult to develop and
maintain because the task is complex and knowledge
intensive. Systems containing less knowledge can be
developed more quickly and they are easier to maintain,
but they still require a substantial amount of effort to
develop. A few are actually used in an operational mode
on a routine basis, but often they apply only to a narrow
domain for a specific application. It may be not possible
for some to be used for different applications, whereas
others may be ported but with great difficulty because
of their underlying architectures.
We have described an architecture which is necessary
for portability. However, other additional issues are also
relevant. When moving to a new domain, the lexicon
and language model must be adapted. This entails that
new words and multi-word phrases in the domain must
be discovered and added to the lexicon. The discov-
ery of multi-word phrases is not straightforward and
tools are needed to facilitate the process. The CLARIT
system [30] uses natural language techniques to auto-
matically create a ranked list of terms for the domain
by using a large sample corpus. We have also devel-
oped an automated tool that uses statistical techniques
to propose new multi-word phrases from a large cor-
pus. However, categorization of the phrases and also
the words must be done manually. Automated tools
developed for this purpose will greatly facilitate lexical
work.
The component which establishes links from the proces-
sor to the vocabulary requires medical expertise to man-
ually examine the controlled vocabulary and determine
associations between the lexically based target terms
and the controlled vocabulary terms. Automated tools
to aide in this process are also needed. Currently, the
MED has a browser to help navigate the hierarchy of
terms, but this is still a manual process.
The language model was also designed manually. It is
basically general within the clinical domain because it
consists primarily of findings and modifiers, but there
are some constructs which are domain-specific. When
moving to a new domain, it is likely that the language
model will have to be adjusted. We do not anticipate
this will be a major undertaking as long as we remain
within the clinical domain, but this is still an open ques-
tion.
To summarize, the requirements we identified that are
necessary for portability are: 1) separating knowledge
components from the processing engine, 2) maintaining
separate knowledge components according to function-
ality, 3) maintaining knowledge in the form of declara-
tive tables rather than embedded in programming code,

4) developing a uniform and flexible interface for the
processor, and 5) minimizing inferential knowledge. In
addition we suggested that automated tools should be
used to develop new or expanded knowledge for a do-
main.
It is well-known that natural language processing is
enormously difficult, but its potential is also enormous.
It has been shown to be useful within limited domains,
but no single processor that is operational has applied
the technology to many domains or applications. We
believe that it is important to analyze the underlying
infrastructure for portability because only then will it
be possible for language processing to become a power-
ful technology within medical informatics.
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